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ABSTRACT

In this thesis, an adaptive fuzzy PID sliding madatrol (AFPIDSMC) scheme
is proposed for a certain class of unknown nonfimgaamical system. The proposed
controller comprises of two types of controller©ne is fuzzy PID sliding-mode
controller (FPIDSMC), which gives robust stabilityr system in the presence of
parameter variations, uncertainties, and disturesnand the other one is an adaptive
tuner. The FPIDSMC acts as the main tracking cdiettowhich is designed via a
fuzzy system to mimic the merits of a PID slidingahe controller (PIDSMC). While
the adaptive tuner, which is derived in the serfseyapunov stability theorem, is
utilized to adjust the parameter—on-line for_furtressuring robust and optimal
performance. In the proposed FPIDSMC, the fuzzg hase is compact and only one

parameter needs to be adjusted.

To verify its effectiveness-and extend its-applaatthe proposed AFPIDSMC is
applied to path tracking for a control robots aadalance control for a two-wheel
robot. In the first application, just only simulati results which are provided by
MATLAB and whose advantages are presented in casgarwith conventional
AFSMC under the same environment. In the other iegibn, the results are
provided not only in simulation, but also in readnd. The simulation results are also
provided by MATLAB and are compared with convenabrAFSMC while the

experimental results are provided by using the E/RUplatform.
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CHAPTER 1

INTRODUTION

Many physical systems are nonlinear and dynamie @uthe highly nonlinear
and uncertain characteristics within them, it iffidilt to evaluate the appropriate
control effort to track the desired trajectory. thes end, much research has been done
to apply various approaches, such as nonlinea s&atiback technique, sliding-mode
control (SMC), fuzzy control (FC), fuzzy neural wetk control (FNNC), etc.
Among these approaches, variable structure comtithl sliding mode, or SMC, is
one of the effective nonlinear robust controlleirscs it provides system dynamics
with an invariant property to uncertainties once $lystem dynamics are controlled in
the sliding mode [1, 2]. Generally, the motion loé ttontrol system employing SMC
can be divided into two phases'. One is the reaamiode, and the other is the sliding
mode. In the design procedure of, SMC, the firsp s¢eto define a sliding surface.
Then, design the control law such that the systapedtories move toward and stay
on the sliding surface from any initial conditiofhe control phases before the state
trajectory reaching the sliding surface are cattezlreaching mode, also called non-
sliding mode. Once the system trajectory reachesliding surface, it stays on it and
slides along the sliding surface to the originhed phase plane. This is regarded as in
the sliding mode. When the system trajectoriesrethte sliding mode, the control
system can reject uncertainties and external ¢iahgae, and the system dynamics can
be specified by the pre-defined sliding surfacee Tmost distinguished features of
SMC include: (i) insensitive to variation in systeparameters, (i) external

disturbances rejection ability, (iii) good trandigmerformance, (iv) fast dynamic



responses, and (v) easy realization. Conseque®MC technique has been widely
used to control nonlinear and uncertain systemsveier, in practical application, the
SMC suffers from two main drawbacks. One is thatrguirement of the uncertainty
bound in SMC may be difficult to obtain in advarfoe some applications. Other is
that, because the magnitude of uncertainty bounghisiown, the large switching
control gain is always chosen in order to guarantke system stability.

Unfortunately, this causes high-frequency contriohttering, which may result in

unforeseen instability and deterioration of theteysperformance.

On the other hand, FC has supplanted conventiae@inblogies in many
applications. In the conventional control theorypsinof the control problems are
usually solved by mathematical tools based on {fs¢esn models. But in the real
world, there are many complex industrial ‘processbsse accurate mathematical
models are not available or difficult to formulat@ne major feature of fuzzy system
is its ability to express the amount of ambiguityhuman thinking. Thus, when the
mathematical model of the process does not exigxists but with uncertainties, FC
is an alternative way to deal with the unknown psxC[3, 4]. But there exists an error
between the exact nonlinear system and the appatedfuzzy model. Therefore, an
adaptive fuzzy control system has been proposedhdorporate with the expert
information systematically and the stability canduaranteed by theoretical analysis.
The most important advantage of the adaptive fuzaytrol compared with other
conventional adaptive control methods is that aaptde fuzzy controller is capable
of incorporating linguistic fuzzy information frommuman operators and has certain
learning or training capability. In Wang and Merslelorks, fuzzy logic systems

(center average defuzzifier, product-inference,rsiegleton fuzzifier, and Gaussian



membership function) are capable of uniformly agpr@ting any nonlinear function
over compact input space; that is, any nonlineatesy can be modeled by the fuzzy
logic systems. Especially, Wang utilized the gehemor dynamics of adaptive

control to design the adaptive fuzzy controller.

Even in consideration with the advantages of AdepEuzzy Control, there still
existed the problem that the huge amount of fuaissrfor high order systems makes
the analysis complex. Therefore, much attention foasised on the combination
between FC and SMC. In the past decade, the nanptna scheme fuzzy sliding
mode control (FSMC) was proposed which retainsfalverable aspects of SMC but
improves robustness by merging the SMC controtiery the IF-THEN linguistic rule,
using the expert’s experience of systematic tusictteme as well. To further achieve
satisfactory response, adaptive FC (AFC) and/optada FSMC (AFSMC) schemes
have been developed [7-9] for nonlinear dynamictesys With the dynamic
adaptation mechanism, the parameters_can be autaftyabdjusted. Thus, with the
final combination between SMC and AFC, the conémolhot only maintains the

advantages, but also overcomes the disadvantageglofproposed method.

However, the gradual increasing estimated upperndholexisted in some
announced works, might induce the control effoto isaturation and excite unstable
system dynamics in some conditions [5, 6]. To imprthis drawback, a PID sliding
surface is adopted and incorporated into fuzzyramfee engine to strengthen its anti-
disturbance ability in this thesis. First, the RliRling surface is chosen. Then, a fuzzy
rule base is applied to calculate the total cordgffart. In the last, an adaptive tuner is

adopted to the controller to adjust parameters. évaw the number of parameters



needed adjustment is generally deemed large satlhiresponse time is lengthened.
To improve this phenomenon, another objective f thesis is to research a novel
scheme which possesses compact fuzzy rule basenindne parameter needs to be

adjusted.

Thus, this thesis suggests a powerful adaptiveyf’2b sliding mode controller
(AFPIDSMC) to solve the problems in tracking cotieo The main advantages of
controller are better performance is usually actdelbecause the PID sliding function
is more effectiveness with disturbance and uncdiés than the original sliding

function.

This thesis is organized as follows:, Chapter 2 guress some basic principles,
including FC and SMC. In Chapter 3, the design psea AFPIDSMC for a general
nonlinear dynamic system|is presented.” Two apjpbicatare presented with the
simulation and experimental results to illustrabe tadvantages of the proposed
method in Chapter 4. These applications-are: patiking control for wheel robot -
with simulation results in MATLAB, and balance canitfor t wheeled robot — with
simulation results in MATLAB and experimental regsuare provided by practicing
with two-wheeled E-NUVO robot. Finally, the condluss are presented in Chapter

5.



CHAPTER 2

BASIC PRINCIPLES

2.1. Fuzzy control system

The concept of Fuzzy Logic (FL) was conceived byfiLdadeh. FL and FC
theories added a new dimension to control systamygeering in the early 1970s.
From its beginnings as mostly heuristic, more réeen rigorous approaches to fuzzy
control theory have helped make it integral partneddem control theory and
produced many exciting results. There are four g elements in the fuzzy logic
controller system structure which .are fuzzifierlerbase, inference engine and
defuzzifier. Details of the fuzzy logic controllgystem structure can be seen in Figure
2.1 below. Firstly, a crisp set of input data aathgred and converted to a fuzzy set
using fuzzy linguistic variables; fuzzy linguistterms and membership functions.
This step also known as fuzzification.-Afterwards, inference is made base on a set
of rules. Lastly, the resulting fuzzy output is rmpad to a crisp output using the

membership functions, in the defuzzification step.

Figure 2.1 shows a fuzzy logic control system tiased loop control. The plant
output is denoted by e(t), the input is denotedufty, and thereference input to the

fuzzy controller is denoted by r(t) .



Data | Rule | Knowledge Base
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Figure 2. 1. Fuzzy logic control system

2.1.1. Fuzzification

Fuzzification is a process of making a crisp qusritizzy. Before this process is

taken in action, the definition’of the linguistianables and terms is needed.

Linguistic variables are the.input or output valégbof the system whose values
are words or sentences from a natural languagégaidsof numerical values. A
linguistic variable is generally decomposed intsea®f linguistic terms. Next, to map
the non-fuzzy input or crisp input data to fuzzygliistic terms, membership
functions is used. In other words, a membershigtfan as shown in Figure 2.2 is
used to quantify a linguistic term. Note that, arportant characteristic of fuzzy logic
is that a numerical value does not have to be fiezzusing only one membership
function meaning, a value can belong to multipls s¢ the same time [3]. There are
different forms or shapes of membership functionshsas Triangular, Gaussian,
Ttrapezoidal, Generalized Bell and Sigmoidal. Fegr2 shows the different types of

membership function shape.
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Figure 2. 2. The features of a membership function
2.1.2. Rule base

In a fuzzy logic control system, a rule base isstartted to control the output

variable. A fuzzy rule is a simple IF-THEN rule Wia condition and conclusion. It

can be represented by the matrix table. The prewasableserror and change in

error are laid out along the axes, and the conclusioasraide the table. The most



prominent connective is thand connective, often implemented as multiplication
instead of minimum. For examples 8fror is Neg andchange in erronis Pos then

controlis Zero.

Change in Error
Control
Neg Zero Pos
Neg NB NM Zero
Error Zero NM Zero PM
Pos Zero PM PB

Table 2. 1. Example of rule base

2.1.3. Rulesof inference

In general, inference is a process of obtaining keewledge through existing
knowledge. In the context of fuzzy logic controssm, it can be defined as a process
to obtain the final result of combination of thesutt of each rule in fuzzy value.
There are many methods to perform fuzzy inferene¢hod and the most common
two of them are Mamdani and Takagi-Sugeno-Kang atetMamdani method was
proposed by Ebrahim Mamdani as an attempt to cbatsbeam engine and boiler in
1975. It is based on Lofti Zadeh’s 1973 paper orzyualgorithms for complex
system and decision processes [3]. This method tesninimum operation as a
fuzzy implication and the max-min operator for ttmmposition. Suppose a rule base

is given in the following form:

IF input x = A AND inputy = B THEN output z=C



After the aggregation process, there is a fuzzyf@eeach output variable that
needs defuzzification. It is possible and in maages much more efficient, to use a
single spike as the output membership functionserathan a distributed fuzzy set.
This is sometimes known as a singleton output meshige function. It enhances the
efficiency of defuzzification process because ieagly simplifies the computation
required by the more general Mamdani method, wiietls the centroid of two

dimensional function.

Meanwhile, Takagi-Sugeno-Kang method was introdugedl985 and it is
similar to the Mamdani method in many aspects. Tite two parts of fuzzy
inference processes which are fuzzifying the in@utd applying the fuzzy operator
are exactly the same. But, the'main-differencéas the Takagi-Sugeno-Kang output
membership function is either linear or constanttypical rule in Takagi-Sugeno-

Kang fuzzy model has the form as follows:

IF input 1 = x AND input 2 = y THEN output z = axby + c



The antecedent parts of the rules aeestime

The consequent parts are
The consequent parts are fuzzy
singletons (single spikes)
sets
or mathematical equation

1. More effective
1. Easily understandable by a computationally.
human expert. 2. More convenient in
2. Simpler to formulate rules mathematical analysis
and in system analysis.
. Guarantees continuity

of the output surface

fuzzy method

2.1.4. Defuzzification

After the inference step, the overall result isiazly value. This result should be
defuzzified to obtain a final crisp output. Thistige purpose of the defuzzification
component of a fuzzy logic controller system. Deftization is performed according
to the membership function of the output varialeere are many different methods
for defuzzification such as Centroid of Gravity (GI) Mean of Maximum (MOM),
Weighted Average, Bisector of Area (BOA), Firstiaxima and Last of Maxima.

There is no systematic procedure for choosing a gleduzzification strategy, but the

10



selection of defuzzification procedure is dependdhe properties of the application

[3].

Centroid of Gravity (COG) is the most frequenthedsand the most prevalently
and physically appealing of all defuzzification meds. The basic equation of

Centroid of Gravity (COG) as below:

_ L,uu (wudu

R YRR @

where 4 is control output obtained by using Centroid ofa@Gty (COG)

defuzzification method.

Centroid

20% ( 65%) 100%

Figure 2. 3. Centroid of Gravity (COG) defuzzificat method.

2.1.5. Advantages and disadvantages of fuzzy logic controller

a) Advantages:

Fuzzy logic is not only the way to reason with aguioius concepts but is seems

to be the most apt to function approximation in tognengineering. From the

11



previous considerations, some of the most impodduantages the use of fuzzy logic

can entail to control system design are here @etall

» Flexible, intuitive knowledge base design controtl asupervision speak the
same language.

» Convenient user interface, easier end-user intexfowa when the final user is
not a control engineer.

 Easy computation. Widely available toolboxes andlickted integrated
circuits.

» Validation: Consistency, redundancy and completerem be checked in
rule-bases (knowledge acquisition_ supervision). tTltauld speed up
automated learning and improve user interpretgbilit

* Ambiguousness: Fuzzy_ logic is a “natural” way ofpeessing uncertain
information. Research-must be done /in reasoning witompleteness, i.e.,
concluding different actions:depending on the pmisi or necessity og
certain plant situations.

* Combine regulation algorithms and logic reasonalipwing for integrated
control schemas.

* FLC can incorporate a conventional design (PIDtesiedback) and fine-tune

it to certain plant nonlinearities due to univerggproximation capabilities.
b) Disadvantages:

* Many (localized) parameters: Manual local tunindedious but it can be an
advantage for automated learning algorithms. A mustpler global

description may exits, being hidden by too detalszhl descriptions. As in

12



most modeling situations, the compromise betweeniracy and readability
may be present.

* Many (unclear) options: thousands of different fuzystem configurations
may arise depending on conjunction, disjunction, plication and
defuzzification choices. Some of the alternativesenestem from the root
interpretation of the meaning of fuzziness.

* For the high order dynamic system or the complestesy, the number of rules
is very large. Thus, the controller will be complaxd it is difficult to design

as well as to practice in real world.

2.2. Sliding mode based approaches

A sliding mode controller is suitable for a specifilass of nonlinear systems.
This is applied in the presence of modeling inagcia@s, parameter variation and
disturbances, provided that ‘the upper bounds af @idesolute values are known.
Modeling inaccuracies may come from certain unaaftaabout the plant (e.g.
unknown plant parameters), or from the choice sfnaplified representation of the
system dynamic. Sliding mode controller design fates a systematic approach to the
problem of maintaining stability and satisfactorgrfoprmance in presence of
modeling imperfections [2]. The sliding mode cohtsoespecially appropriate for the
tracking control of motors, robot manipulators weesechanical load change over a
wide range. Induction motors are used as actuatbish have to follow complex
trajectories specified for manipulator movementslv#@ntages of sliding mode
controllers are that it is computationally simplengpared adaptive controllers with

parameter estimation and also robust to parameteations. The disadvantage of

13



sliding mode control is sudden and large changeasftrol variables during the
process which leads to high stress for the systernet controlled. It also leads to
chattering of the system states [2].

Sliding mode is also called sliding error surfageaohyper surface that is a
function of observer error function. Once the tiagkerror trajectories have reached
this hyper surface, the error-based action malkesliservation errors “slide” to zero.
The sliding mode based tracking controller is dagtifrom sliding error surface.

Sliding mode technique has been investigated.

Sliding mode based approaches were used to desmreatking control law

according to a time varying sliding surface of esr8(t), defined as:

S = X, + (2

£ + )" A>0n=12,.... (2.2-1)

where A is a positive constant-and, = X =X,." The variableX is an n-dimension

vector in the state space denotedRas

Figure 2.4 shows an example trajectory of a systader sliding mode control.
The sliding surface is described by S = 0 and tltng mode along the surface
commences after the finite time when system trajezt have reached the surface. In
the theoretical description of sliding modes, thsteam stays confined to the sliding
surface and need only be viewed as sliding alorey sbrface. However, real
implementations of sliding mode control approximiis theoretical behavior with a
high-frequency and generally non-deterministic skitg control signal that causes

the system to "chatter" in a tight neighborhoodtlé sliding surface [2]. This

14



chattering behavior is evident in Fig 2.4, which chatters along tl&= Osurface as
the system asymptotically approaches the originichvie an asymptotically stab
equilibrium of the system when confined to theislidsuface. In fact, although tt
system is nonlinear in general, the idealized,(n@r-chattering) behavior of tr
system in Figure 2.4vhen confined to thS = 0 surface is ahTI systen with an

exponentially stablerigin.

X1

Figure 2.4. Phase plane trajectory 8= X+ X

The chosen control laws have to satisfy the sliding the initial conditions. Tt

sliding condition is defined

%%sz(xe, y<-n]S|. (2.2-2)

where/] is a positive constant value, and the initial ctindiis defined a

X, |o=0 (2.2-3)

15



Therefore, the designed control laws have to beodignuous across the sliding
surface, which leads to chattering. This might lee ¢ause of the speed jump (or the
speed discontinuousness) that is impossible inrda world because the time

derivative of the velocity approaches to infinig}.|

Sliding observer based tracking controllers repldee desired state with the
estimated state. The observation error is givethaglifference between the process
output and the estimation of the process outpuée 3liding observer was used to
design the tracking controllers. Although the sigliobserver has better results than
Kalman Filter, it has the same problem as the rglidmode based controller.
Furthermore, both sliding-mode based-controller glitting-observer based controller
have to require a good dynamics-model of the systaoh completely know the

inaccuracies and uncertainties in the model thaypossible in the real world.
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CHAPTER 3

TRACKING CONTROLLER FOR NONLINEAR

DYNAMIC SYSTEM

3.1. Description of nonlinear system

Consider amth — order nonlinear dynamic system of the form:

XV =f(x+gRHu+ d)

Jex (3.1-1)
where:

f(X) andg(X) /unknown continuous functiong(x) is positive and
invertible .

udd control effort

yOdO output of the system

xdd" state vector of the system

d(t) unknown external disturba

And X=(% % X, X) = (%X %....., X YOO, which is assumed to be measurable .

In order for (3.1-1) to be controllable, it isquired thatg(x) for X in certain
controllability regionU, O O" and thatd(t) has upper boun®; that is, di(t)] <D.

The detailed descriptions of each control part axibited in the following

subsections.

17



3.2. FPIDSM C design

The control problem is to obtain the stafeto track a desired state vector

Xy = (X Xy Koo X Y O R . The tracking error is defined as
e=x-x=(¢ee. &Y (3.2-1)
Now, a PID sliding surface is designed as followsaglar equation:

S:_aT_'e+_6_er_F1j_ed (3.2-2)

where: a=(&, &, &,...8.,) , b=, 0, B,..-f.,) andh=(h,h, h,...h,).

All the elements of following series sequence nigsteal number and satisfy the

Routh - Herwitz condition:

(h.B+h &+ b+ g+ b+ hepagt b+ by 25 by 2y

The control effort as the solution 8= 0 without considering the uncertainties is
to achieve the desired performance under nominaleland it is referred to as

nominal control effort as follows

1
b =——[-K+x®-f 3.2-3
u 9(1)[ +X (X] ( )
where:K =hy [ edr +(ly+ ) e }_n_?f( ar b+ h) @+(.a+ .b) W  (32:4)

with consideratio@,_, =1.
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However, if uncertainties occur then the nominaitoal effort cannot guarantee
the desired performance and an auxiliary contrfdreshould be added to eliminate
the effect of the unpredictable perturbation. e sliding surfaceS be the input
linguistic variable of the fuzzy logic, and the @btontrol effort,u, be the output

linguistic variable. The associated fuzzy setsSandu are designed as follow:
For S P (Positive), N (Negative), Z (zero).

Foru: DU (Decreased control effort), NU (Nominal comteffort), 1U

(Increased control effort).
Then, the fuzzy linguistic rule base-involved caslhhmmarized as
Rule I If Sis P then uis DU
Rule 2 If Sis Z then .u isNU
Rule 3 If Sis N then uis-1U

The triangular membership functions and centerayedefuzzification method
are adopted in the proposed path following infeeentechanism. The membership
functions ofSandu are depicted in Fig. 3.1, respectively. Thus, tialtcontrol effort

can be obtained as
U=w(p—-0+wy+ w y+ ¥ (3.2-5)

wherel, —C, andU, + C are the center of the membership function DU, Md BJ,

respectively, in whichc>0 is the translation widthOsw <1, 0sw, <1, and
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0<w, <1 are the firing strength of Rule 1, 2 and 3, respebt. Note that, since the

fuzzy sets forS are triangular membership functions and the wfati; +w, +w =1

is valid, equation (3.2-5) can be written as

=y +dw-w (3.2-6)

Figure 3. 1. Membership functions of S and u

Theorem (Lyapunov's second method stability)Consider a function

V(X: R - Fsuch that:

* V(x) =0 with equality if and only i = O (positive definite)

e V(X :%V( X <0 with equality if and only ifx = O (negative definite)
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Then vV (x) is called a Lyapunov function candidate and thestay is

asymptotically stable in the sense of Lyapunov.

Consider a Lyapunov function candidate :
V, =jsigr(s Sdz_ﬁ $ o (3.2-7)

where S is the PID sliding surface. Differentiatingwith respect to time, we can

obtain:

V,=sign(9 S sigh B K ¥ (3.2-8)
=sign([ K+ f(I+ d ¥ uw @) &1

Substituting equations (3.2-3) and(3:2-6) intoatmun (3.2.8) yields:

V,=sign( 9 ¢ xew W+ O}
=sign(9 g 3 € W W+ sigh )5 (3.2-9)
<sign(S o ¥ ¢ W= W@ X

From the relationships amorty, W, and W, following conditions can be further

concluded.
Condition t If S>0then W =0,w,>0 = sign(9( w— W= w y<O0

Condition 2 If S<0then W,=0,w>0= sign(9(w- W=—( w WY<O0

Thus: sSign (W= wW=—] w w (3.2)10

and equation (3.2-9) can be rewritten as follows
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V,<-g(Xclw—w[+]|d()] (3.2)11
=-[g(x)c|w - w |- D]

If the following inequality

g9clw-wk C (3.2-12)
holds, then the sliding condition, <0 can be satisfied. As a result, the asymptotic

stability can be assured under some specific congit
3.3. Adaptivetuner design

Although the performance of the system can be ingdoafter using the fuzzy
rule base, but it still be difficult-to choose tbgtimal parameter of membership
function. To solve this problem, a dynamic adaptatnechanism was added into the
FPIDSMC. In this study, term is designed as a tunable parameter and the Lyapuno
stability theorem is utilized to-derive-the-adaptiaw. Now, equation (3.2-6) can be

modified as
=y +qw-w (3.3-1)

whereC is the estimated value of paramateAssumec’ is the optimal value af and

¢ =¢-c isthe estimated error.

To derive the adaptive law, following Lyapunov ftino candidate is considered:

_ g(¥a?® ]
vb_j|S|dr+ ; (3.3-2)
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where a is a positive constant. Differentiating, with respected to time, we can

obtain:
V,=sign(9 S Gt

={o(X ¢ w- w|-d ]+ d yacc
d(t)

IR i

==g(x) | w-w|[c- ¢+ c-
D d(t)
+e-
g(x¥) [ w—w | (| w- v

<-g(x)|w-w|[c+e]+ g Yate

=-g(X) | w - w [T+ [1+ d Jac

=-g(X) | w-w e+ g et W Wil (3:3-3)

where € is a positive constant aral is as small as possible

If the adaption law foc parameter is:designed as

=1l (3.3-4)
a
where ais trade-off problem of controller, then equati@3¢3) becomes:
V,<-g(d|w-wle (3.3-5)

According tog(X) | W—w |£> 0, one can obtain that <0. This means that

the system will be still stable if the adaptatiaw|for parametec is tuned by equation
(3.3-4). The overall scheme of the proposed AFPIQSkAcking system is depicted in

Fig. 3.2.
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Figure 3. 2. Overall scheme of the proposed AFPIQSKcking system

(a) Whole control system; (b) AFPIDSMC strategy
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CHAPTER 4

SIMULATION AND EXPERIMENTAL RESULTS

In order to verify the proposed fuzzy PID slidingode control, we give the
simulations and experiments to obtain the satisfgatesult. In the first example, the
objective is to drive the wheel robot to follow meswave trajectory as well and
compare with AFSMC method. The results are proviogedimulation in MATLAB.

In the second example, the control objective isdlance the inverted pendulum. The
results in this example are provided by simulateod experiment, in comparison

with Fuzzy control method as well.
4.1. Path tracking for wheel-robot

Nowadays, the wheeled rbbot has been finding wigdication in industrial,
commercial and residential environments; however d@ccurate model of the dynamic
motion equation is difficult to establish or iddwtifor designing an optimal path
tracking controller. Also, the path tracking perfance of a wheeled robot is
influenced by system uncertainties, such as mechbhparameter variation, steering
environment, payload changes, unstructured unogytdue to nonideal motor control
in transient state, unmodelled dynamics, etc. teme years, the AFSMCs have been
adopted to steer the wheeled robot path [10-15é¥er, if the plant knowledge or
control information is incomplete seriously thee tbhad of adaptive algorithm will be
heavy, the response time will be lengthened andrteking error will be largeTo
verify the effectiveness of the proposed contrblesce, the AFPIDSMC is applied to

the path tracking of a wheeled robot. The desigmgaiures and theoretical analyses of
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the proposed control system are described in d@tailcompare with other AFSMC
scheme [15], the same steering environment is gra@lm the simulationThe results
are provided to demonstrate the effectiveness efpttoposed AFPIDSMC tracking

system and its advantages.

Figure 4. 1. Pioneer robot

4.1.1. Kinematic dynamics of ‘wheeled r.obot

The structure and parameters of a wheeled robath@vn in Fig.4.2; the

kinematic equation of a wheeled robot can be reptes as [16]

X:%&@)(VR-FVL)

SF%(VR +V)) (4.1-1)
.

=—M:—VL

@ 2,7(\/ )

whereX, y, I, 7, ¢, Vi, andV, denote the proceeding distance change in x-axis,
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y-axis, radius of wheel, half width of the chaspisgceeding angle of robot’s heading

direction, speed of right and left wheel respetyive

Figure 4. 2. Structure and-parameters of a wheeleot

Consider equation (4.1-1) parametric variation, potmg error due to

unpredicted uncertainties for the actual wheel&édto

X =T cos@ V-7 cos@ Y+L,

o (@)-
y=Tsin@N, +7 sin@p+L,

where L, and L, are the total uncertainty foraxis andy-axis, respectively. Here the

bound of the total uncertainty is assumed to bergithat is,
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Ll<p, |L|<p (4.1-3)

where pis a given positive constant.

4.1.2. AFPIDSMC path tracking

The purpose of the path tracking system is to nihkerobust following to the
desired path. The path tracking error may occur wueommand error, sluggish
transformation, variation of robot parameters tifvit, bumpy condition or transmitting
efficiency etc. To track the prescribed path smigothrobust tracking scheme must be
embedded into controller to calibrate the procegg@iath simultaneously. In Elit al
[17] and Jang [18], the angle and distance err@revied into conventional controllers
to modify robot's proceeding path. However, theckiag performance was not
satisfactory because there existed with the cliagt@henomenon and longer response
time. In the past four decédes, fuzzy  systems hsupplanted conventional
technologies in many applications, especially intaa systems. One major feature of
fuzzy logic is its ability to express the amountaibiguity in human thinking. Thus, it
is appropriate to apply fuzzy logic to steer theeweled robot because the accurate
mathematical model doesn’t exist and the uncergginbccur [10-15]. To further
promote its tracking performance, the proposed BISMC scheme is applied to the

wheeled robot to track the planned path simultasigou

Now, let the desired location of the wheeled robeta pair of two parameters
(%5, ¥y) and the actual location be expressed by a pawmparametergx, y) which

are defined in equation (4.1-2). Consider the satthe tracking error and sliding

surface are shown as:
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€ =X"X (4.1-4)
S=Ag+he+A| ed (4.1-5)

Then the speed command of right wheel under nonmralel, represented By,

can be represented as

KA+ A g d) +7cos@ )y

VRn — 7
rcos@)

(4.1-6)

After applying the proposed AFPIDSMC to x-axis, timeal control effort and

adaptive law for right wheel is

Vie = Vi + CLW— W) (4.1-7)
& = M"‘ﬁxa‘ Ve | (4.1-8)

whereW,, W, are the firing strength of rule 1 and 3 in fuzaies base, respectively.

Then applying the AFPIDSMC to y-axis, the nominahicol effort, total control

effort and adaptive law for left wheel can be egpesl as

Ve A, + Ay g &) - sin@)p
B Tsin@)

Vv, (4.1-9)

n

Vi =V + G (w, - wy) (4.1-10)
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A

y

Alw, —w
_ Ay, W | (4.1-11)
a

4.1.3. Simulation results

The simulation of the proposed system is carrigdusing “Matlab” package and

the control parameters are given as

A=1A,=1A,=2F =7 = Bmg= 307 =- 0.1Z,= 0.1= (4.1-

12)

All the parameters in the proposed control systames chosen to achieve the
requirement of stability and actual specificatidrour simulation cases including
parameter variations and external-disturbance m kimematic equation, which
appeared from the®%second to the f0second, due to periodic sinusoidal commands
are addressed as follows:

Case 1 without uncertainties:

Case 2L,=0.1cos(b).L,= 0.1sin5
Case 3L,=0.5co0s(b),L,= 0.5sin(5

Case 4L, =cos(d),L,= sin®
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Figure 4. 3. Simulation results of conventional AKSat case 1
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Figure 4. 4. Simulation results of conventional AKSat case 1
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Real path of robust and desired path
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Y-axis

Real path of robust and desired path

— Desired path

Actual path
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Figure 4. 7. Simulation results of conventional AKS at case 3
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Figure 4. 8. Simulation results of conventional AKS at case 3
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Real path of robust and desired path
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Figure 4. 9. Simulation results of conventional MES at case 4

Error in x-axis

Figure 4. 10. Simulation results of conventionalSMC at case 4
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Real path of robust and desired path
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Figure 4. 11. Simulation.results of-proposed AFRAVISat case 1
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Figure 4. 12. Simulation results of proposed AFRVTSat case 1
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Real path of robust and desired path
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Figure 4. 13. Simulation results of proposed AFRVMISat case 2
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Figure 4. 14. Simulation results of proposed AFRVMISat case 2
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Real path of robust and desired path
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Figure 4. 15. Simulation-results of preposed AFRVSat case 3
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Figure 4. 16. Simulation results of proposed AFRVTSat case 3
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Real path of robust and desired path
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Figure 4. 18. Simulation results of proposed AFRWISat case 4
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Now, a conventional AFSMC tracking system [15] ignsidered first. The
tracking responses of the AFSMC system due to giersinusoidal commands at Case
1, 2, 3 and 4 are depicted from Figs. 4.3 to FgE). From the simulated results, there
are no chattering phenomena, but degenerate tgapkiriormances are resulted owing
to the parameter variations and external disturbarinally, the proposed AFPIDSMC
tracking system under rules 1, 2, 3 and the cofdwlin equations (4.1-6, 4.1-7, 4.1-8,
4.1-9, 4.1-10 and 4.1-11) is considered. The tragkersponses due to periodic

sinusoidal command at Case 1, 2, 3 and 4 are @ddicdm Figs. 4.11 to Figs. 4.18.

We can see in the Figs. 4.12, 4.14, 4.16, 4.18,sthady errors in x-axis are
approximately 0, 0.003, 0.01, 0.01 respectively] #me steady errors in y-axis are
approximately 0.0015, 0.002,/0.001, 0.01 respdgtividhese values are much smaller
and come closer zero value than those in AFSMC odétHfigures. In the Figs. 4.4,
4.6, 4.7, 4.10, the steady errbrs in x-axis areramately 0, 0.087, 0.44, 0.86
respectively, and the steady errors,in y-axis g@raximately 0.0014, 0.025, 0.12,
0.23 respectively. Although the time responsesaih lof two controllers are similar
which are almost 4 seconds, but the precision efpitoposed AFPIDSMC is better

than conventional AFSMC.

From the simulated results, not only there are Imattering phenomena but also
favorable tracking response can be obtained urtterotcurrence of uncertainties.
From the comparison by above figures, the propdsEBIDSMC system is more

suitable to track the desired path for a wheelédto
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4.2. Balance control for a two-wheded robot

Compared with other wheeled-robots, the two-wheebbdt has the advantages
of low cost, slight volume, and small turning ragiand it is easy to carry. If the
technology of balance and stability can be furingoroved, the performance of the
two-wheeled robot would be promoted. For exampBxptnJoe, Segway, Puma, and

Toyota’s Winglet have been widely applied in peeddransporter or data acquisition

tools.

Figure 4. 19. E-NUVO wheeled robots
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Figure 4. 20. Two-wheeled self balance vehicle

However, the two-wheeled robot has highly nonlindgnamic characteristics
that vary with its operating conditions.. Therefore,is difficult to evaluate the

appropriate control effort to steer and balancepthdorm.
4.2.1. Kinematic dynamic of two-wheeled robot
The balancing diagram of a practical two-wheeldzbtas shown in Figure 4.21.

Considering the balance condition, the two-wheetdzbt can be approximated
by a link and point mass locate at the positiothef center of gravity. The dynamic

equation of the inclination angles is represented a

p=1(¥+g(xu+ d}

4.2-1
y=¢ (4.2-1)

where:

(M, +M,)g,sin@)- M Lsing ) cosp ¥ (4.2-2)

f(x= -
L[g(Mc-'-Mw)_McCOSZ@)]
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cos@) (4.2-3)
(M +M,) =M cos’ @)]

g(x) =
L[;‘

M, is the mass of the vehicle (the mass of the tweel¢his include

separately)

M,, is the mass of the two wheels

g, is the acceleration caused by gravitg, £9.8m/ <)

L is the half height of the robot
d(t)is the disturbance from the road
u is the control effort |

@ is the inclined angle of the cant

Equation (4.2-1) shows that the balance controbtraba second-order nonlinear
dynamic system, and the state vectoxis(4,#)00°. The control problem is to

steer the state to track a desired state vectar(d,,4,)00%. The tracking error is

defined ase=(g §' wheree= x- % and €= X— X
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Figure 4. 21. Balancing diagram of a two wheeldabto
4.2.2. Design of AFPIDSMC

The sliding surface is chosen as equation (2.23@)can be rewrite as below:

S=Ae+r e, e h,[ ed (4.2-4)

In which A, A,, A;, A, is a positive real numberf.(x) and g(x) are estimated
by equation (4.2-2) and (4.2-3), respectively. Thetrol effort under nominal model,

represented by, can be represented as
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1

5~ (% - 4.2-5
gQ()[fﬁ (¥-K (4.2-5)

UO =
where: K =he+ e+, [ ed (4.2-6)
with considerationl, =1.

The total control effort and the adaptive tuner @nesented by the equation (3.3-

1) and equation (3.3-4), respectively.
4.2.3. Simulation results

The simulations were conducted using a MATLAB pagkaThe control

objective is to push the inclined angbeof the-two-wheeled robot to track the desired
trajectory@, =0°, ¢ to track /the’ desired trajectogy =0° /s and € converges to 0.
The specifications of the platform were as follow4;, =1kg, M, =0.1kg, L=0.5

m,d, =9.8m/ €and the sampling‘interval of the balance controplaas set t@ms

in the simulations. The control parameters wereseh@as equation (4.2-4) where

A=1,1,=18 A=10, A, =0.1, a=3 c=0

The initial system state wag0)=(10,2.88 &); and the time interval was

0<t<30s.

For comparison, a conventional AFSMC was considef&dulation cases,

including four different disturbances, were addeelsas follow.
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Case 1: No disturbana#(t) =0

Case 2:d(t) = 0.50ccurring at 18 second and removing atY $econd.

Case 3:d(t) = 0.5constant external disturbance froni"i&cond to 20 second.

Case 4:d(t) = 0.5cosf external disturbance from ¥&econd to 20 second.
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Figure 4. 22. Simulation results of conventionalSMC at case 1
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Figure 4. 24. Simulation results of conventionalSMC at case 3
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Figure 4. 29. Simulation results of proposed AFRMISat case 4



Now, a conventional AFSMC was considered first.nkreig. 4.22 to Fig. 4.26,
we can see that the time response of system i@ppately 7 seconds to get the
stable state from the initial state. The contrébrfduring this period is nearly 2.1 N.
If there is no disturbance, the performance ofeysis shown in Fig. 4.22. When the
disturbance appears, the dynamic error will beeased, but the performance are
depended on the type of disturbance and the time dffect to system. In Fig. 4.21,
disturbance appeared from™8econd to 11 second, the maximum inclined angle
and the inclined angular speed aré 48d 15/s, respectively. Still same that constant
disturbance, but if the affected time is longertsas in case 3, the maximum inclined
angle and the inclined angular speed are increms86 and 15/s, respectively. In
case 4, when we changed the disturbance;. the maximalined angle and the
inclined angular speed are’increased t8-@sd 25/s, respectively. However, the
system still be stable after that.' The maximum @ rffort of system in case 1, 2, 3

and 4 are 2.1, 3, 7 and 5.6 N, respectively.

When we used the AFPIDSMC, the performance of systecase 1 is almost
similar with the performance in Fig. 4.22. Howevehen the disturbance appears,
there are some differences in Fig. 4.27, 4.28 aP8. 4 he maximum inclined angle in
case 2, 3, and 4 aré, 2.5 and 2, respectively; and the maximum inclined angular
speed in case 2, 3, 4 are 2, 2.2, aitd. Zhey are smaller than the ones we get from
AFSMC in Fig. 4.23, 4.24 and 4.25. Similarly, theximum control efforts are 0.5,
0.7 and 0.5 N. Thus, the performance of AFPIDSM®atter than a conventional

AFSMC.
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4.2.4. Experimental results

In Section 4.2.3, we discussed about the simulatesults. Base from those
results, we can confirm that AFPIDSMC method hatebeperformance than a
conventional AFSMC. However, because the real enuient is always different
with the simulation environment, thus we need tosdme experimental test. The

experimental results are provided by using Two Whaeot e-nuvo.

a) About the platform

Figure 4. 30. Two wheeled robot E-NUVO

The specification of this platform is shown in Tall.1, as well as the hardware

construction and control system are shown in Figus& and 4.32, respectively.
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Figure 4. 32. Control system of two wheeled robd&VO (inverted pendulum/one

motor case)
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Product Name

Wheeled Robot e-nuvo WHEEL ver.1.1

CPU

ZMP Original Generic CPU Board(x1)
- Renesas Technology H8 Tiny (HD64F3687FP)

CPLD
(For Encoder Pulse

signal Processing)

ZMP Original Generic CPLD Board(x1)
- Altera MAX Il EPM240T100C5

Actuator

Mabuchi DC Motor RE-280RA, Reduction Ge3is

Motor Driver

ZMP Original 2ch Motor Driver Board(x1)
- H Bridge Circuitx2
- High Precision Elec. Feedback Circuitx2

Angle Sensor

ZMP Original Encoder Board(x2)

- Rotary Encoder: Kodenshi KE203(Resolution
100[pulse/rev])

- Qutput resol:-0.03[deg](=360deg/100/4

rotary/deceleration ratio 30)

Pose Sensor

ZMP Original Gyro Sensor Board(x1)

Sensors - Gyro Sensor: Murata ENC-03RCx1
ZMP 'Original Accel Sensor(x1)
Accel Sensor
-‘Accel, Sensor. ANALOG DEVICES ADXL322JCP
Pendulum Angle .

Murata Potentiometer

Sensor

Line Trace ZMP Original Line Tracing Sensor Board(x1)(3ch
Sensor Photosensor)
BC IE Control CPU5|v], CPLD3.3[v] (1.2]v]Batt x2, bo@st)
Motor 3[v]/6[v](variable) (1.2[v]Batt x2, boosted
Recommended Integrated Renesas Electronics HEW(High-performance Embedds

Development Development

Workshop)

A1%4

Environment | Flash Writing Tool

Renesas Electronics FDT(Flash Development Toolkit)

Table 4. 1. Specification of two wheel robot E-NUVO
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b) Experimental Processing

The embedded microcontroller (HD64F3687FP) includealog-to-digital (A/D)
converters, a time integrator, digital-to-analogAPconverters, a digital high-pass
filter (HPF), timers, input—output (parallel I/Qjata memory, and program memory.
Other driving and actuating components includedulsgwidth modulation (PWM)
generator, a Gyro sensor (Murata ENC-03RC), an idgercircuit, a driving motor
(RE- 280RA), a power supply, and a mechanical ¢hasthe AFPIDSMC is
responsible for calculating the necessary contffdrteaccording to the detected
inclined angle and inclined angular speed of the.CBhe specification parameters of

the platform were as followdVl. = 686g,M.= 60.59,L=14.8 cm, andy, = 9.8 m/4.

The initial inclined angle Wa¢(0) EC. The experimental results are provided in

two case:
Case 1No disturbance.
Case 2Have disturbance.
The experimental results of the proposed AFPIDSMECshown in Figure. 4.35
and 4.36. In additional, the tracking responseh witonventional AFSMC are shown

in Figure 4.33 and 4.34 to compare with proposethate
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Figure 4. 33. Experimental results of conventiokBSEMC at case 1

(a) Inclined angle, (b) Output current of PWR foeovheel
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Figure 4. 34. Experimental results of conventiohdEMC at case 2

(a) Inclined angle, (b) Output current of PWR foeovheel
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Figure 4. 35. Experimental results of proposed AFFNIC at case 1

(a) Inclined angle, (b) Output current of PWR foeovheel
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Figure 4. 36. Experimental results of proposed AFFNIC at case 2

(a) Inclined angle, (b) Output current of PWR doie wheel
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Figure 4. 37. Experimental results of conventistate feed back at case 1

(a) Inclined angle, (b) Output current of PWR foeovheel
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64




The conventional AFSMC was considered first. Froign B.33 we can see that
the average value of inclined angle is approxim@i@ degree if there is no
disturbance. The control effort, or average valtighe output current, is from 0.2 to
0.3 A. When disturbances appeared at th® 8Bcond, the inclined angle was

increased to 2.1 degree and the output curremiaisged also (Fig. 4. 34).

The performance of proposed AFPIDSMC in case 1skasvn in Fig. 4.35. The
average value of inclined angle are almost 0.3aegnd the output current is from
0.1to 0.2 A. In case 2, even the disturbancesapdethe control effort just changed
a little. Thus, we can claim that the proposed AFFNIC has better performance than

a conventional AFSMC even the different.is nottsorgyly.

Because the original method in E-NUVO platform tiate feed back control, |
also show the performance of system when-appliat ntethod in Figure 4.37 and
4.38. From the performances. of three methods, we see that the proposed

AFPIDSMC has the best performance.

4.3. Discussion

The similarities between the proposed architecamek other similar schemes, e.g.
conventional AFSMC, etc., are that both of them #re combination of fuzzy
control, sliding mode control and adaptive tunehisTcombination can not only
eliminate the disadvantages of all above methodsalso have better performance
than the methods which only use FC or SMC. The ndiadvantage of the pure
sliding mode controller is that there exists sudded large change in the control

effort during the process which leads to high stifes the system to be controlled. It
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also leads to chattering phenomenon of the systatass By combining SMC with
FC, the change of control effort will be smoothen@d the other hand, the number of
fuzzy rules in rule base is large if we just ongeU=C. By combining the SMC with
FC, the number of rules becomes fewer and simpleadtition, by adding adaptive
law into the controller, the parameter will be angtically updated to get the optimal
values during the controlled period, thus the ahisietting for the parameters is simple

now.

The difference between the proposed architecturé ather conventional
AFSMCs is the definition of the sliding surface.eT$liding surface included the error
part and the derivative error part in_conventioABRSMC while one in the proposed
AFPIDSMC not only included above parts, but.alsduded the integral part. By
adding more integral element, the- SMC part in adlgr has effectiveness even when
the error is too small that can.not affect errot,par the error take a long time to
change that can not affect derivative part.  Thues steady error of system will be
eliminated, the system will be more stable andptfeeision of the controller, which is

very important in tracking controller, will be inmgred.
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CHAPTERS

CONCLUSIONS

In this thesis, an AFPIDSMC is proposed to attemubé effects caused by un-
modeled dynamics, disturbance and approximate,doononlinear dynamic system.
The design principle is that a novel reinforcedpdisd@ mechanism and the PIDSMC
technique are incorporated into the fuzzy contrdibestrengthen its anti-disturbance
ability. The proposed method possesses the adwemnthgt it behaves like PIDSMC,
can reduce the fuzzy rules like FSMC and can auioally adjust the membership
function like AFC. In this study, the adaptive terjues are applied to the design of

the stable fuzzy controller.

This thesis has also demonstrated. two. applicatiameles of the proposed
scheme. One is application to steer the wheeleot iwlth simulation results, other is
application to inverted pendulum-with both simwatresults and experimental results.
Performance comparisons of the conventional AFSM@ proposed AFPIDSMC
systems are carried out in this paper. From thaltegsit shows that the proposed
AFPIDSMC vyields superior control performance thdre tconventional AFSMC

scheme.
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