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Applying circuit type identification on STWR, Incremental circuit simulation, and simultaneous
computations for transient sensitivities with respect to multiple design parameters
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There are three subjects in this report, which are using static circuit type identifications in



STWR agorithm, timing and sensitivity incremental simulation, and simultaneous computation
for sensitivities with respect to multiple circuit design parameters.

To use circuit type identifications in relaxation-based circuit simulation can dramatically
enhance the simulation efficiency. In our previous work, circuits are classified into two types,
which are feedback type and non-feedback type. In the first subject of this proposal, we introduce
the method to divide the simulated circuit into three portions, including non-feedback portion,
adjacent coupling portion and directed loop portion. We apply these circuit identifications in
STWR. Due to the high efficiency of STWR and the detailed circuit type identifications, the
simulation efficiency has been further enhanced.

Incremental simulation is a practical technique in circuit design process, which can
dramatically reduce circuit simulation time. There are many techniques proposed, but the best of
which, the Incremental-in-Time technique, still shows excessive redundant subcircuit calculations.
We propose a new method based on STWR, which can precisely trace the waveform variations
and simul ate those subcircuits that really change. We call this method the Incremental-in-Change
strategy. The experimental results support this characteristic we clamed. By the way, the
sensitivity incremental simulation is also needed in design automation process, however there is
no related research found. We also constructed sensitivity incremental simulation in this subject,
too.

Differentiating circuit variables with respect to all design parameters gives the sensitivity
matrix. In this matrix, one row contains sensitivities of a circuit variable with respect to all design
parameters, and one column contains sensitivities of al circuit variables with respect to one
design parameter. In practical usage, one row of this matrix is usually requested at a time.
Classical methods to simulate transient sensitivity are Direct method and Adjoint method. Direct
method is easier to calculate, but, unfortunately, it calculates sensitivity in column-major order,
which seriously worsen the computation efficiency. We propose a new method for
relaxation-based sensitivity computation, in which a sensitivity subcircuit is calculated by Direct
method and in row-major order. Theoretical discussion explains that the new method has much
better performance in dealing with bigger number of design parameters.
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Table 1: Number of Subcircuit Calculationsin Simulating Fig. 2.

Algorithm S1 S2 S3 4 Total
STWR 5555 | 8,721 | 5536 | 2,058 | 21,870
STWR+ 3,832 | 4083 | 4,261 | 3,333 | 15,509

Table 2: Specifications of Tested Circuits

Circuit Node# | MOSFET# | Subckt#
1: 8-bitALU 400 800 224

2: 8-bit Shift Register 32 48 16

3: 4-bit Binary Counter | 88 176 44

4: CPU 465 946 224

Table 3: Running Results of Algorithms

Gircuit | Subcircuit Calculation # CPU Time'
ITA WR [STWR+| ITA | WR |STWR+
1 1,107K 222K 196K 17 11 7
2 70K N.AS 88K 2 | N.A. 5
3 600K 261K 195K 9 16 9
4 3401K | 986K | 941K | 46 | 42 39
*: CPU timeisin Pentium IV 1.4G second. +: Dueto divergence.
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Table 5: Running Results of Incremental Simulations

Circuit Subcircuit Cal. #| CPU Time
STWR IIC |STWR| IIC
8-bit ALU(Vcin) 135K 10.2K 5.3 1.8
Inv10(S1)* 533K | 530K | 1.3 1.4
Inv10(S6) 534K | 417K 14 15
Inv10(S10) 53.3K 7.53K 14 0.9
4-bit Shift Register(S8) 85.7K | 42.2K 42 2.6
+: Sl isthe 1% subcircuit, counted from the end connected to primary inputs. *: CPU timeisin Pentium IV 1.4G second.
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SELECTIVE-TRACING WAVEFORM RELAXATION ALGORITHM FOR
INCREMENTAL CIRCUIT SIMULATION"

Chun-Jung Chen, Jung-Lang Yu', and Tai-Ning Yang
Department of Computer Science, Chinese Culture University, Taiwan
* Department of Electronic Engineering, Fu Jen Catholic University

ABSTRACT

This paper discusses the
large-scale circuit simulation and
incremental circuit simulation, both
which are based on Selective-tracing
Waveform Relaxation (STWR)
algorithm. Utilizing the concept of
exactness in simulating subcircuits,
STWR usually spends fewer subcircuit
calculations than traditional
algorithms, such as WR and ITA. But
STWR suffers from  robustness
problems. Techniques are proposed to
reinforce characteristics of STWR.
This paper also describes the
incremental circuit ssimulation that is
based on STWR. This new method
manages the influence of design
changes more exactly than previous
works, and hence exhibits better
efficiency. We have implemented all
proposed methods and performed
experiments. Smulation results justify
better characteristics of proposed
methods.

1. INTRODUCTION

Electrical-level circuit simulation is quite important
since it provides highly precise transient response
waveforms of the designed circuits. Using this
information, designers can understand the most detailed
behaviors of their circuits and then complete their work

smooth. But the time complexity of traditiona circuit

+This paper was supported by Taiwan’s National Science Council

under contract NSC93-2215-E-034-001

simulation algorithm, the direct approach used in circuit
simulator such as SPICE, is high, so circuit simulation
is quite time expensive in dealing with large-scale
circuits. Relaxation-based algorithms [1, 2], which can
bring the same results as that of direct approach, exhibit
lower time complexities and therefore show better
performance. Waveform Relaxation (WR) [1] and
Iterated Timing Analysis (ITA) [2] are two traditional
relaxation-based agorithms. There are numerous
literatures discussing them and several commercial tools
based on them. ITA is normally viewed as more robust
than WR (for ITA has fewer convergence problems in
simulating coupled subcircuits) and WR is normally
viewed as more efficient than ITA (for WR can exploit
circuits’ multi-rate behaviors). Few years ago, a more
advanced  algorithm  called  Selectively-tracing
Waveform Relaxation (STWR) [3] had been proposed.
STWR utilizes the signal flow information more
extensively and also capable of using multi-rate
behaviors (it uses the local-time-step scheme) to get
more computation efficiency. Consequently, STWR
shows better performance than WR and ITA and, on the
other hand, induces new problems about subcircuit
scheduling and convergence. Since STWR is a quite
efficient agorithm, we think we can improve its
drawbacks to derive a powerful agorithm for
large-scale circuit simulation. And this is the first
purpose of this paper, i.e. to derive a new algorithm,
STWR+, which is robust as well as efficient than
traditional algorithms.

Our second purpose is to propose the incremental
simulation using STWR. Incremental simulation is a
useful technique to save simulation time for circuits that
have been dightly modified. The circuit’s original
waveforms are stored. Incremental simulation algorithm

then utilizes them to undertake simulation for the



modified
incremental simulations are those based on ITA and
based on WR [4]. We utilize the detailed-scheduling

circuit. The traditional electrical-level

characteristic of STWR to manage influence of design
changes more exactly, which also be reflected on the
saving of computation time.

The outline of this paper is as follows. Section 2
explains STWR and the reinforcing techniques, Section
3 describe the STWR-based incremental simulation, and
Section 4 demonstrates experimental results of proposed

methods. Finally, Section 5 gives a conclusion remark.

2. STWRALGORITHM AND REINFORCING
TECHNIQUES

The smulated circuit can be described as following

time-varying differential equation:

F(Y(@),Y(t),t)=0 1)

Where Y is the vector of circuit variables, t is the
time, F is a continuous function and ¢ means
differentiation with respect to time. The simulated
circuit must be partitioned into subcircuits, and the ith

subcircuit is:

F. (Y, (1).Y, (1), D; (t), Di (t),t) = O @

For convenience, the subcircuit, say a, is expressed

in the abbreviate form:

f(y(t), y(t), w(t), w(t),t) = 0 ©)

Where y (Y;, a sub-vector of Y) is the vector of circuit
variables in a, w (Dj, the decoupling vector) is the
vector of circuit variables not in a, and f is a continuous
function. In this paper, a subcircuit calculation means
the computation efforts to solve (3) for y(t, 1), t+1 iSa
time point, which include applying integral formula to
(3), and solving the derived nonlinear algebraic
equations by Newton’s method. Algorithm 1 lists
pseudo codes of STWR.
Algorithm 1 (STWR Circuit Simulation Algorithm):

Input: Simulated circuit partitioned into subcircuits, primary
inputs, and simulation time duration [ Tpegn, Tend]-

Output: Time waveforms of al circuit nodes.
/I t,: previous time point; t,.;: current solving time
I/ t: converged newest time point; te,: exactness checking time
STWR() {

Reset all subcircuits’ t; t0 Tpegin;

/I PQ isaminimum priority queue, and g isanormal

queue.
1. Clear PQandq;
2: for(k=1; Teonvergence != T ; k) {

/I kisthe relaxation index, and following isaWR
relaxation
3: for(al subcircuit x whoset. = Teg ) {

4. Xtne1 = X1g
5: Put x into PQ;

}
6: while(PQ is not empty) {
7. Delete the subcircuit a having minimum t,,, from
PQ;
8: Put ainto q;
8a Il synchronizing(a, q);
9: while(q is not empty) {
10: Delete one subcircuit a from g;
11 Solve a, (3), a a.t,., for answer a.y(th.1);
12: if(The calculation isfailed or a.y(tq.1)

is unacceptable) {

13: Shrink the time step of a, and add a into PQ;
14: continue;

/I set convergence time

15: if(a.t, isconverged) a.t. = t,.1;
16: else Increase a’s divergent counts;
17: Store a.y(t,.1), the transient responses, into
tables;
18: Estimate a’s next time point and store it into
a--tn+l

/I exact(a) implements the exact-condition
19: if(exact(a)) add a into PQ;
20: for (al fan-out subcircuit of a, say w) {
21: if(wisnot in PQ and exact(w)) add w into
PQ;

}
22: if(k> 1 && ahas been not converged

for tol gvergent time points) {

11 10l ivergent 1S @ constant for window sizing
23: Teonvergence = the smallest t.; of all subcircuits,
24 break;

}
}
}
}

/I exact(x) ==trueif al x’sfan-in subcircuits’ t, > Xt 1
25:boolean exact(x) {
26 to=min{ wt, |wisfan-in subcircuits of x};
27 if(Xthq <tg) return(true);
28. dsereturn(false);
}

STWR uses selective-tracing scheme of ITA [2] to
schedule subcircuits for calculation (line 20, 21). The
traced subcircuit will not be calculated until it meets the
exactness condition (all fan-in subcircuits have been
calculated at time points newer than the solving time
point, coded in exact() at line 25-28). Subcircuits are
caculated at their own time steps, so multi-rate
behaviors can be utilized (local time steps are estimated
in line 18, and used at line 11). Besides the order of
subcircuit calculations, STWR is very similar to WR
since it performs relaxation technique on subcircuits’
nonlinear differential equations and also exploits the
windowing technique [1] (at line 22, STWR decides the
sizes of windows according to subcircuits’ convergence

situations, i.e. that any subcircuit has been not



converged for t0l gergent terminates a rel axation).

The advantages of STWR had been illustrated in [3],
major of which isto exploit exactness concept to reduce
the number of subcircuit calculations. However, STWR
has its problems. The first one is the lack of efficiency
in solving strongly coupled subcircuits (due to the
local-time-step scheme), and the second one is the
“dead-lock” problem in dealing with global feedback
subcircuit loop (consider a global feedback loop with
two subcircuits only and function exact(), each
subcircuit will wait for another one in order to get its
exactness condition). We use the subcircuit
classification technique in [5] to solve these problems.
According to signal flow graph of the circuit, we
classify subcircuits to those in strongly connected
components (SCC), those in feedback loops, and those
in one-way portions. The synchronizing-scheme, which
synchronizes time points of subcircuits in the same SCC,

is used to solve STWR’s first problem:
Algorithm 2 (Synchronizing-scheme):

/I the synchronizing scheme for adjacent coupling region
void synchronizing(subcircuit a, queue ) {

1: if(abelongsto a SCC) {

2 for (al subcircuits of the same SCC, w) {

3 Witpe1 = At
4: Put winto q;
}
}
}

This algorithm isto be put in line 8a of Algorithm 1.
Line 9 of Algorithm 1 is added (when compared to [3])
to adopt the synchronizing-scheme. The second problem
can be solved by the group-exactness scheme, in which
the exactness condition of each subcircuit in the
feedback loop, say L, is determined by L’s fan-in
subcircuits rather than this subcircuit’s fan-in subcircuits
(line 26 of Algorithm 1). These two techniques have
been implemented and tested, which will be described
later.

3. STWR-BASED INCREMENTAL CIRCUIT
SIMULATION

A good incremental ssimulation algorithm should only
re-simulate portions of waveforms differ from those of
previous simulation as possible. But real incremental
simulation algorithms usually simulate additional

subcircuits or time intervals. For convenience, we

denote these additional calculations the over-traced
caculations, and over-traced ratio the ratio of the
number of over-traced subcircuit calculations to that of
total subcircuit calculations. The smaller the over-traced
ratio is, the better the incremental simulation algorithm
is.

Recall that there are two previous works for
incremental simulation. The first one is the ITA-based
Incremental -in-space approach [4]. In this approach, the
portions of the circuits affected by design changes are
selectively traced and are re-simulated. The
ressmulation of a subcircuit starts from the time at
which it is affected by design changes to the end of the
simulation duration. The time factor (e.g. a subcircuit is
not affected later) is not considered in this approach, so
its over-traced ratio is high. The second approach is
WR-based Incremental-in-time approaches [4]. This
approach further considers the time factor. If an affected
(by design changes) subcircuit is no longer affected, it
could be discarded from the re-simulation area. In [4],
inside a window subcircuits are selectively traced and
re-simulated till they converge. Succeeding windows are
processed sequentially in the same way. So, the
influences of design changes are captured in the
“resolution” of windows. The problem of this approach
is that some subcircuits are only affected for a small
portion of the window (over-traced calculations would
be induced), and window sizes are usually decided by
simulation situations of the complete simulation (in
which big windows appear frequently).

STWR precisely controls the execution of each
subcircuit calculation. Therefore, it can trace the
influence of design changes exactly (in the “resolution
of time point”). The major idea of STWR-based method
is to capture whether subcircuits’ behaviors differ from
those of previous simulation dynamically and according
to which to arrange the incremental-simulation. If a
subcircuit’s waveform currently differs (affected by any
design change), it was in the changing situation (called
changing-subcircuit). We assign each subcircuit a
variable called s-state (subcircuit state) to dynamically
record this situation. We summarize how s-states

guide the incremental simulation, how changing



situations appear, disappear, and propagate, and other

actions by following rules.
Rule 1 (STWR-based Incremental Circuit Simulation):

1. Simulation Rule The s-state of a subcircuit is either
“changing” or “following.” During simulation, only the
changing-subcircuitsis re-simulated.

2. Subcircuits’ Design Change Rule: The subcircuit whose
internal design has been modified aways in changing
situation.

3. Inputs’ Design Change Rule: Primary inputs are viewed
as “pseudo” subcircuits that have s-states, too, and
contents of whose s-states are dynamically determined by
whether the values of primary inputs differ from those of
previous simulation.

4. Vanishing Rule: Once a changing-subcircuit has been
calculated, the obtained waveform will be compared to
that of previous simulation to see whether the changing
situation vanishes.

5. Propagation Rule: A changing-subcircuit passes the
changing situation to its fan-out subcircuits.

The pseudo codes, more practical for implementation,

for theserules are:
Algorithm 3 (Incremental Simulation Programs):

/* For #1 rule. To replace line 11 of Algorithm 1 */
25:if(a.s_state== CHANGING)
26. Solveaat a.t,.q for values of circuit variables;
27:€else Copy the stored waveforms as a’s answer;

/* For #4 rule. To replace line 19 of Algorithm 1 */
28:if(exact(a)) {
29: Addainto PQ;
30: if(as _state==CHANGING &&
3L a’s solution is equal to the stored waveform)
32 a.s state= FOLLOWING;

[* For #5 rule. To replace line 21 of Algorithm 1 */
33:if(wisnotin PQ and exact(w)) {
34: Addwinto PQ;
35:  if(ws state== FOLLOWING &&
a.s state== CHANGING) ws state=
CHANGING;

}

These codes have been implemented, and the

experimental results are shown in Section 4.

4. EXPERIMENTAL RESULTS

The proposed methods have been implemented in the
experimental circuit ssimulator MOSTIME [3, 5] that
contain several relaxation-based agorithms. To
emphasize simulation algorithms’ effects, we use the
simple analytic model for MOSFET and partition
circuits manually. We use the circuit in Fig. 1, which
has four strongly coupled subcircuits, to demonstrate the
synchronizing-scheme. Since all subcircuits are in a
SCC, they all use the same time points. Running results
are collected in Table 1, which shows about 25% of
calculations have been saved. We then compare
STWR+ with other algorithms. Four circuitsin Table 2
are tested, and their schematics are shown in Fig. 2.

Table 3 summarizes the ssimulation results. We can see

that STWR+ has used fewest subcircuit calculations and
simulation time in all cases, and it is more robust than
WR (see circuit #2), which justify that STWR+ is robust
as well as efficient.

We now compare the incremental ssimulations. The
new method (caled Incremental-in-change since it
intends to simulate changing subcircuits only) is
compared to Incremental-in-space by simulating Fig.
2(d), Gated-chain(V2) (where “(V2)” means V2 is
modified). In our experiments, ratios of design changes
are made to be about 10% for al examples. Table 4
records the results. We note that both algorithms don’t
calculate S8 since S8 doesn’t change all the time, and
IIC has performed less subcircuit calculations for Sb
since S5 only changes for a period only. The over-traced
ratio of 11C is obviously smaller than that of 11S. Now
we use IIC to simulate larger circuits. Table 5 is the
running results. The waveforms of first example, 8-bit
ALU, are shownin Fig. 3 (with Vcin modified for about
10% of the time interval). We can see that 1IC has
generated correct waveforms. This example also shows

considerable speedup on simulation time.
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Fig. 1: (a) The schematic of one-bit shift register; dashed

circles are subcircuits. (b) Two-bit shift register; it has four
subcircuits.

Table 1: Number of Subcircuit Caculationsin Simulating Fig.

1

Algorithm S1 S2 S3 A
STWR 5,555 | 8,721 | 5,536 | 2,058
STWR+ 3,832 | 4,083 | 4,261 | 3,333

Total
21,870
15,509

Table 2: Specifications of Tested Circuits

Circuit Nodet | MOSFET# | Subckt#
1: 8-bitALU 400 800 224
2: 8-bit Shift Register 32 48 16
3: 4-bit Binary Counter | 88 176 44
4. CPU 465 946 224

Table 3: Running Results of Algorithms

Subcircuit Calculation # CPU Timé'
ITA WR |STWR+| ITA | WR |STWR+
1,107K 222K 196K 17 11 7
70K N.A* 88K 2 N. A. 5
600K 261K 195K 9 16 9

3401K | 986K | 941K | 46 | 4.2 3.9
*: CPU timeisin Pentium IV 1.4G second. +: Dueto divergence.
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Fig. 2: Schematics of tested circuits.
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Fig. 3: Time waveforms of 8-hit ALU, in which Vaand Vb are
connected to al ALUs.

Table 4: Subcircuit Calculation # of Gated-chain(V2), Fig. 2

(d).
Subcircuit STWR 1S Ic
S5 700 650 182
S8 1,132 0 0
ALL 7,270 3,626 1,044

+: Incremental-in-space,

*: Incremental-in-change

Table 5: Running Results of Incremental Simulations

Circuit Subcircuit Cal. #| CPU Time'

STWR IIC [STWR| IIC
8-bit ALU(Vcin) 135K | 102K | 53 1.8
Invi0(S1)* 533K | 530K | 13 1.4
Inv10(S6) 534K | 417K | 14 15
Inv10(S10) 533K | 753K | 14 0.9
4-bit Shift Register(S8) | 857K | 422K | 42 2.6

+: Slisthe 1¥ subcircuit, counted from the end connected to primary
inputs. *: CPU timeisin Pentium IV 1.4G second.

The following three experiments in Table 5 use the
same 10-stage CMOS inverter chain with subcircuit S1,
S6, and S10 modified respectively. According to the

position of the modified subcircuit, the calculation
efforts differ. The less subcircuits change in the
re-smulation, the less efforts I1IC does, which is the
necessary characteristic for incremental ssimulation. The
final example is a strongly coupled circuit with 16
subcircuits, which is used to show that our method can

work on thiskind of circuit well, too.

5. CONCLUSION

In this paper we present supplement techniques for
STWR to reinforce its efficiency as well as robustness
in deadling with circuits with strongly coupled
with  feedback
electrical-level incremental simulation algorithm based

subcircuits  or loops. The new

on STWR is aso proposed, which manages the
influence of design changes more exactly than previous
works and exhibits better simulation performance. We
think to design an index for the “change-tracing” degree
of incremental simulation is necessary. Also, the
method to store only portions of all waveforms might be

considered in our future work.
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